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Abstract—Accurately modeling and predicting wireless chan-
nel quality variations is essential for a number of networking ap-
plications such as scheduling and improved video streaming over
4G LTE networks and bit rate adaptation for improved perfor-
mance in WiFi networks. In this paper, we design DeepChannel,
an encoder-decoder based sequence-to-sequence deep learning
model that is capable of predicting future wireless signal strength
variations based on past signal strength data. We consider two
different versions of DeepChannel; the first and second versions
use LSTM and GRU as their basic cell structure, respectively.
In contrast to prior work that is primarily focused on designing
models for particular network settings, DeepChannel is highly
adaptable and can predict future channel conditions for different
networks, sampling rates, mobility patterns, and communication
standards. We compare the performance (i.e., the root mean
squared error, mean absolute error and relative error of future
predictions) of DeepChannel with respect to two baselines—
i) linear regression, and ii) ARIMA for multiple networks
and communication standards. In particular, we consider 4G
LTE, WiFi, WiMAX, an industrial network operating in the
5.8 GHz range, and Zigbee networks operating under varying
levels of user mobility and observe that DeepChannel provides
significantly superior performance. Finally, we provide a detailed
discussion of the key design decisions including insights into
hyper-parameter tuning and the applicability of our model in
other networking scenarios.

I. INTRODUCTION

Modeling and accurately predicting wireless channel quality
variations (e.g., received signal strength) has received signif-
icant attention in wireless communications and networking
research, starting from the early Gilbert and Elliot two-state
Markov channel model [1]. Multiple foreseeable applications
motivate this research such as better scheduling and improved
video streaming over 4G networks [2], [3], bit rate adaptation
for improved performance in WiFi networks [4], [5], and
energy efficient and bulk transfer of data in sensor networks
[6], [7].

Most prior research in this domain has been focused
on designing Markovian models that capture the impact of
wireless channel characteristics such as multi path fading,
shadowing and path loss on the received signal strength [8],
[9]. Though these models provide valuable insight, majority
of these models are tied to particular network settings and are
dependent on parameters such as sampling rate, mobility, and
location. Thus, they cannot be seamlessly used for predicting
signal strength across different wireless networks. Revisiting
the channel prediction problem in today’s data-driven Internet-
of-things era is extremely important, particularly due to the ex-

ponential growth in the number of diverse wireless devices that
communicate with each other using a variety of technologies
(e.g., WiFi, 4G LTE, Zigbee) in different wireless scenarios
(e.g., home, commercial, industrial). Additionally, the rapid
increase in computational power over the last decade and the
availability of large amounts of data, coupled with advances
in the field of machine learning provide us the opportunity to
design models that provide superior prediction performance of
wireless channel quality variations [10], [11].

In recent years, a particular class of machine learning
models (i.e., deep sequence-to-sequence models) have been
shown to be well-suited for a variety of time series forecasting
and prediction problems where the input data is correlated
and varies randomly. As wireless channel quality also exhibits
this property, in this paper, we explore deep learning models
to address the wireless channel quality prediction problem.
We primarily investigate the received signal strength metric
to study wireless channel quality variation, though we also
explore other applications of our model.

Specifically, we design DeepChannel, an encoder-decoder
based sequence-to-sequence deep learning model, which is
capable of predicting variations in wireless signal strength.
With DeepChannel, our goal is to design a deep learning
model that can effectively capture and predict channel quality
variations in different network settings and mobility scenarios,
and works across communication standards and sampling
rates. DeepChannel comprises of two main components—-
i) an encoder and ii) a decoder, each of which separately is
a multi-layer recurrent neural network (RNN). The encoder
takes past signal strength measurements and computes a state
vector that captures channel information. The decoder in
turn uses this state vector to predict future signal strength
variations. We develop two variants of the model based on
the inner cell architecture used in the encoder and decoder,
namely, a long short-term memory (LSTM) variant and a gated
recurrent unit (GRU) variant.

To demonstrate the widespread applicability and efficacy
of DeepChannel, we conduct experiments on received signal
strength data collected over different kinds of networks in-
cluding 4G LTE, WiFi, WiMAX, Zigbee and in an industrial
network setting. Additionally, we investigate the predictive
capability of our model on data collected in these networks on
different time granularities (e.g., 0.2s, 1s, 2s) and in pedestrian
and vehicular mobile scenarios. We compare the performance
of DeepChannel with linear regression and ARIMA, and show
that DeepChannel outperforms the baselines in all scenarios.
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Interestingly, we observe that DeepChannel provides higher
performance gains for network settings with higher signal
strength variations and less seasonality, which demonstrates
the superiority of the model.

To derive more insights into the functionality of DeepChan-
nel, we investigate the impact of parameters such as sequence
length, number of hidden layers and the type of training
methodology used on prediction performance. While the opti-
mal parameter configuration for DeepChannel varies with the
dataset in consideration, we observe that a model consisting
of 1 or 2 layers with 50 to 200 units in each layer provides the
best performance, depending on the dataset. Our experiments
demonstrate that superior performance for the wireless signal
strength prediction problem can be achieved by experimenting
with a limited number of parameter configurations.

Interestingly, we observe that sequence lengths of size
20 capture most of the useful information in the data and
sequences of greater length do not improve performance.
We hypothesize the simplicity of our datasets to be main
reason as to why smaller sequence lengths are sufficient.
Additionally, we also observe that a simple unguided learning
strategy, which uses the model’s predictions in the previous
step at training time achieves better predictive performance
than a more complex training methodology such as curriculum
learning that carefully balances between using actual data and
model’s predictions in the previous step at training time. The
unguided strategy results in a greater exploration of the solu-
tion space, and thus generalizes better to test data, achieving
better prediction performance. We also provide preliminary
results on the applicability of our model in other networking
scenarios. We then explore avenues for future research by
discussing the performance of a trained model on previously
unseen data.

II. RELATED WORK

Wireless channel quality prediction is a well-studied do-
main, with the earliest work in this space being the two-state
Gilbert and Elliot Markov model. Research in this field can
be broadly categorized into—i) Markovian models that model
variations in the received signal strength, and ii) machine-
learning models for predicting future wireless channel quality.

The networking literature is rife with Markovian models for
wireless signal strength prediction. Sadeghi et al. [8] and Bui
et al. [9] provide detailed surveys of finite state Markovian
models designed for modeling the wireless channel and their
evolution over time. In [12], the authors design a coarse time
scale model for capturing the effect of shadowing on the
received power. Other recent work utilizing Markovian models
for channel prediction include prediction of slow channel
processes in LTE networks [13], spectrum sensing utilizing
a hidden bivariate Markov chain [14] and modeling channel
variations for vehicular networks [15]. While Markovian mod-
els offer insight into wireless channel variations, prior work
by Wang et al. [16] note that higher order Markovian models
that utilize more historical information are necessary to obtain
better performance. Prior work focusing on the use of machine
learning for channel prediction include predicting link quality

for wireless sensor networks [17], [18], extracting useful
features of the wireless channel [19], [20], identifying critical
links [21] and spatio-temporal modeling and prediction in
cellular networks [22]. For example, Mekki et al. [23] combine
Kalman filters with expectation maximization to accurately
predict channel gains.

Recent years has seen an increased use of deep learning
models to solve various problems in wireless communica-
tions [10], [24]–[27]. Deep learning based resource alloca-
tion for 5G networks and automatic modulation recognition
in cognitive radio networks is performed in [28] and [29],
respectively. Similarly, the authors in [30], [31] demonstrate
the benefits of designing deep learning models for addressing
hybrid precoding and beam forming issues in MIMO systems,
respectively. Some other examples of designing deep learning
models for wireless communications include caching and
interference alignment [32], device-free wireless localization
using shadowing effects [33] and spectrum sharing in hetero-
geneous wireless networks [34]. A comprehensive survey on
the application of deep learning models for traffic control and
automatic network configuration and management is provided
in [35], while [36] outlines the challenges that still need to be
overcome to enable the seamless adoption of deep learning
models for solving network traffic control. Similarly, Mao
et al. [11] identify many opportunities for the use of deep
learning in wireless networks and emphasize the capability of
deep learning models.

In contrast to prior work on wireless signal strength predic-
tion and deep learning models in wireless communications,
in this paper, we design a deep sequence-to-sequence model,
specifically tailored for received signal strength prediction.
Additionally, instead of resorting to simulation as has been
done in most prior research, we demonstrate the applicability
of our model for a variety of network settings and commu-
nication standards via exhaustive experiments on real-world
measurement data.

III. PROBLEM STATEMENT AND MOTIVATION

Several factors such as the environment, user mobility,
and communication technology cause sudden variations in the
received signal strength, thus posing challenges in developing
a generalized framework for this prediction task. In this work,
our goal is to design a predictive model, which is capable
of accurately predicting received signal strength variations
irrespective of mobility pattern, communication standard, and
sampling rate. This problem can be modeled as a classic time
series prediction problem, where the goal at time T is to
predict signal strength variations for k steps into the future
(i.e., ŶT = [ŷT+1, ŷT+2, ..., ŷT+(k−1), ŷT+k]) based on past
signal strength measurement values in a window size of n (i.e.,
XT = [xT−n, xT−(n−1), ..., xT−1, xT ]). We note that ŶT are
the predictions for the actual future signal strength values YT .

With the proliferation of wireless devices, accurately pre-
dicting the quality of the wireless channel has become an
extremely important problem and has a number of applications
related to providing Quality of Service (QoS) guarantees,
scheduling, and reducing network energy consumption [10],
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[37]. We provide a few examples that rely on accurate wireless
channel prediction.
• One of the most important applications of wireless channel

quality prediction is managing the QoS of multiple different
videos being streamed over a cellular network [3], [37].
In such scenarios, the ability to predict wireless channel
variations on a per-client basis would enable the base
station to effectively allocate communication slots, thereby
maintaining QoS guarantees.

• Bit rate adaptation in WiFi networks has been widely
used to improve application-level performance [4]. One of
the key components necessary for performing anticipatory
bit rate control is accurately predicting channel quality at
the milliseconds’ and seconds’ timescale. For example, a
block-based bit rate adaptation scheme [5] requires coarse
timescale channel predictions to predict channel fluctuations
from one block to the next (a block can take 1-2 seconds to
be transmitted), while predictions at a finer time granularity
help capture channel variations within a block.

• Predicting wireless channel quality could also help deter-
mine optimal communication paths and increase the rate
of successful packet transmission in wireless sensor and
mesh networks [7], [38]. Since IoT based networks have
devices with limited battery life, reducing the number of
retransmissions and controlling energy consumption would
greatly benefit performance.

• Wireless networks in industrial settings are expected to
maintain performance in environments harsher than com-
mercial settings [39]. Maintaining QoS guarantees in these
settings requires developing smart sensing applications that
rely heavily on channel quality predictions [40], [41].

IV. DEEPCHANNEL: SEQUENCE-TO-SEQUENCE MODEL

In this section, we describe DeepChannel, an encoder-
decoder based sequence-to-sequence deep learning model for
solving the wireless received signal strength prediction prob-
lem. Before diving into the details of DeepChannel, we first
discuss the limitations of traditional model-based approaches
and the applicability of deep sequence-to-sequence models for
this prediction problem.

A. Why Sequence-to-Sequence Deep Learning Model?

Traditional model-based approaches (e.g., Markovian mod-
els) are parsimonious in nature, make simplifying assumptions,
rely on few network parameters and require limited amount of
previous history to make decisions. While simple model-based
approaches are invaluable when computational power and data
are a premium, they usually lack generality, and may not
necessarily work well in diverse real-world settings. The rapid
increase in computational power over the last decade and the
availability of large amounts of data, coupled with advances
in the field of machine learning provide us the opportunity to
design models that are capable of providing superior prediction
performance in diverse mobile wireless real-world networks.

To this end, we explore deep sequence-to-sequence models
that are ideally suited for problems requiring mapping input
sequences to output sequences. Deep sequence-to-sequence

models have been extensively used for tasks such as video
captioning [42] and natural language translation [43], while
recent work [44] has also demonstrated their applicability for
forecasting and prediction purposes where the objective is to
predict the future based on past time series data.

Deep sequence-to-sequence models possess the ability to
predict an entire sequence of data points based on past data,
thus being able to predict further into the future. Additionally,
deep models are best suited to scenarios where dependencies
among data points are harder to discern exactly using model-
based approaches, but can be learned automatically by the
model by training on vast amounts of data. The deep archi-
tecture allows for elegantly learning non-linear dependencies
as the encoded signal passes through the different hidden
layers. As we will see, DeepChannel specifically employs a
recurrent architecture that is best suited to time series data
with LSTM/GRU cells that retain “memory” on dependencies
that have a positive impact on the prediction. As the received
signal strength over a wireless channel in a real-world setting
varies randomly and has the property to be correlated for long
time periods, this makes it ideally suited for designing deep
models specifically tailored for this prediction task.

B. DeepChannel

Our model DeepChannel has two main components—an
encoder and a decoder. Figure 1 provides an overview of
DeepChannel. The encoder receives the past signal strength
measurements X and produces a context vector C (i.e., the
encoded state) that summarizes the input sequence X . The
decoder receives this as an input and in turn produces Ŷ ,
the predicted channel variations. An encoder-decoder based
sequence-to-sequence model has the benefit of not being
constrained to use the same sequence lengths for input and
output (i.e., n 6= k) [45]. Both the encoder and decoder
use RNN as the underlying neural network architecture that
is particularly suited for sequence-to-sequence modeling. The
encoder and decoder are thus organized as a network of nodes
organized into sequential layers, each node in a given layer
having a directed connection to every other node in the next
successive layer.

We next provide a brief overview of RNN. Figures 2(a) and
2(b) show the folded and unfolded versions of a single layer
RNN, respectively, with the unfolded structure of the RNN
showing the calculation done at each time step t. In these
figures Xt = [xt−2, xt−1, xt] and Ŷt = [ŷt−2, ŷt−1, ŷt] are the
input and corresponding output vector respectively, ht is the
hidden layer, and Wxh, Whh, and Why are the weight matrices.
The hidden layer ht serves as memory and is calculated using
the previous hidden state ht−1 and the input xt. At each time
step t, the hidden state of the RNN is given by,

ht = φ(ht−1, xt) (1)

where, φ is any non-linear activation function and 1 ≤ t ≤
n. The weight matrices are used for transforming the input
to the output via the hidden layers. We refer the reader to
Goodfellow et al. [45] for additional details on updating ht
and the weight matrices.
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Fig. 1: Encoder-decoder based sequence-to-sequence architec-
ture. In our model the “basic cell” is either LSTM or GRU.
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Fig. 2: Illustration of RNN architecture.

In a standard RNN, the nodes (the building blocks of a
neural network architecture) are usually composed of basic
activation functions such as tanh and sigmoid. Since RNN
weights are learned by backpropagating errors through the
network, the use of these activation functions can cause RNNs
to suffer from the vanishing/exploding gradient problem, that
causes the gradient to have either infinitesimally low or high
values, respectively. This problem hinders RNN’s ability to
learn long-term dependencies [46]. To circumvent this prob-
lem, LSTM and GRU cells were proposed; they create paths
through time with derivatives that do not vanish or explode
[45] by incorporating the ability to “forget”. Therefore, we
consider two versions of DeepChannel, where the basic build-
ing block can be either an LSTM or GRU cell.

The LSTM and GRU cells are both based on the same
underlying idea and primarily differ in the number of gates
and their interconnections. While, the LSTM cell consists of
three gates namely, the input gate, the output gate, and the
forget gate that lets it handle long-term dependencies, the
GRU cell consists of two gates, a reset gate that combines
the current input with previous memory and an update gate
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Fig. 3: Illustration of LSTM cell architecture. gt, ft and qt are
the input, forget, and output gates, respectively.

that determines the percentage of previous state to remember.
Both LSTM and GRU based models have been shown to be
effective in a number of prediction tasks and it is impossible to
determine theoretically which one is likely to be more suited
for a particular problem [45].

We next describe the internal architecture of an LSTM cell.
The working of a GRU cell is similar and we refer the reader
to [45], [47], [48] for more details. Figure 3 shows the basic
structure of a single LSTM cell. LSTM recurrent networks
have an LSTM cell that has an internal recurrence (referred to
as a self-loop in Figure 3). Note that this is in addition to the
outer recurrence of the RNN. Each cell has the same inputs and
outputs as a node in an ordinary recurrent network, but also
has more parameters and a system of gating units that controls
the flow of information. The most important component is the
state unit sit that captures the internal state of the ith LSTM
cell, which has a linear self-loop and a self-loop weight, which
is given by,

sit = f its
i
t−1 + git σ

(
bi +

∑
j

U (i,j)xjt +
∑
j

W (i,j)hjt−1

)
(2)

where bi, U , and W denote the bias, input weights, and
recurrent weights, respectively. The self-loop weight is con-
trolled by a forget gate unit f it , which controls the dependence
of the current state sit on historical states sit−1. f it is set to a
value between 0 and 1 via a sigmoid unit as shown below.

f it = σ
(
bif +

∑
j

U
(i,j)
f hjt−1 +

∑
j

W
(i,j)
f xjt

)
(3)

where i refers to the ith LSTM cell, xt is the current input
vector and ht is the current hidden layer vector. bf , Uf , and
Wf refer to the bias, input weights, and recurrent weights for
the forget gate. j denotes the cells feeding into i and ht−1
corresponds to their output.
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The external gate unit is similar to the forget gate and is
given by,

git = σ
(
big +

∑
j

U (i,j)
g xjt +

∑
j

W (i,j)hjt−1

)
(4)

Finally, the output of the LSTM cell hit and the output gate
qit is given by,

hit = tanh(sit)q
i
t

qit = σ
(
bio +

∑
j

U i,j
o xjt +

∑
j

W i,j
o hjt−1

)
(5)

As mentioned earlier, in DeepChannel, both the encoder and
the decoder operate as a deep RNN with either LSTM or GRU
cells at each layer. While the optimal parameter configuration
for DeepChannel varies with the dataset in consideration, we
observe that a model consisting of 1 or 2 layers with 50 to 200
units in each layer provides the best performance, depending
on the dataset. Our experiments demonstrate that superior per-
formance for the wireless signal strength prediction problem
can be achieved by experimenting with a limited number of
parameter configurations. We present in-depth insight into the
rationale behind choosing these parameters in Section VII-D.

V. IMPLEMENTATION DETAILS

In this section, we discuss the implementation details of
DeepChannel and the training methodology. We split the
datasets into two parts—the first part consisting of 80% of
the data is used for the training and the remaining 20%
is used for testing. We train our models on a shared high
performance computing cluster available at our University.
Using this cluster, we are able to execute 10 to 15 experiments
in parallel. Each experiment is allocated 4 cores and 4 GB of
RAM. For the datasets considered in this work, for a particular
configuration of parameters, training the deep models (i.e., a
single experiments) can take in the order of 6 - 12 hours, which
is typical of deep learning models. In comparison to training,
the testing phase of the model takes only a few minutes for
each experiment.

Due to the high computational requirement of deep models,
we investigate the parameter space extensively over a period
of three to four months before empirically deciding the ‘best’
parameters of the model. We note that determining the optimal
parameter values theoretically for a particular dataset is still an
open research question, and so we determine the parameters
empirically. We experiment with different number of stacked
layers, different numbers of hidden units in each layer as well
as the lengths of the input and output sequences. We tune the
model parameters for each dataset where we vary the number
of stacked layers between 1 and 2, the number of hidden units
between 50 and 200, and the learning rate from 0.01 to 0.0001.
Our investigation shows that for predicting 10 time steps (k =
10) into the future using a historical data of 20 time steps
(n = 20) provides the best prediction performance.

A. Training DeepChannel
At training time, we find the best estimates for the hidden

weight matrices and biases for each cell within the encoder and
the decoder. In DeepChannel, both RNNs forming the encoder
and decoder are trained jointly to minimize the loss function
given by the MSE (mean squared error) of all predictions.
All parameters are trained iteratively using the backpropa-
gation algorithm, which propagates the error in the output
layer through the recurrent layers. We train DeepChannel for
1000 to 20000 epochs depending on the dataset. We select
the number of epochs empirically by balancing the tradeoff
between performance and training time.

In our experiments (at both training and test times), for a
given signal strength measurement sample, we use a sliding
window of one step to obtain X , thereby achieving the maxi-
mum overlap of sequences used. Additionally, we investigate
three possible training schemes—i) guided, ii) unguided, and
iii) curriculum, which are explained below. In the training
schemes below, yt′ refers to the actual signal strength measure-
ment available during training time at each decoder unfolded
step t′.
Guided Training: In this scheme, at each unfolded decoder
step t′ during training time, instead of feeding the previous
predicted result ŷt′−1, we feed the actual signal strength mea-
surement yt′−1 as the input. This scheme aims to achieve faster
convergence by guiding the model toward the nearest local
minima. However, since at test time, we don’t have access to
the actual signal strength values at the previous time step, this
training scheme often suffers from poor generalizability at test
time [45].
Unguided Training: In contrast to the scheme above, un-
guided training uses the previous predicted value ŷt′−1 as the
input for the t′ step of the decoder. This scheme provides
the opportunity to explore the solution space better, thus
increasing the generalizability of the model, often leading to
better prediction performance at test time/deployment.
Curriculum Training: This scheme uses a combination of
guided and unguided training to train the models. Here,
we start off with guided training so that the model can
make progress in the right direction initially when the model
typically needs more guidance and then proceed to make it
unguided so that the model can explore the solution space
and produce a generalized solution. For example, we can
implement this by splitting the training data into two sets
comprised of 30% and 70% of the original training dataset,
respectively. We then employ guided training for the first 30%
data. After the model converges, unguided training is adopted
for the remaining 70% of the data.

We incorporate L2 regularization to reduce overfitting the
model to training data. We will see in Section VII-D that
unguided training yields the best results for the datasets used
in the paper. Therefore, the training scheme used in our final
evaluation is unguided training.

VI. DATASETS AND DATA PREPROCESSING

To demonstrate the widespread applicability of the proposed
model, we consider multiple received signal strength mea-
surement datasets collected at the end hosts for five different
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networks—4G LTE, WiFi, WiMAX, an industrial network
operating at 5.8 GHz channel gain within a factory environ-
ment and a wireless sensor network operating under 802.15.4
(Zigbee). The 4G LTE network measurements and majority of
the WiFi measurements used in this paper are collected by us,
while the other datasets are publicly available [49]–[51]. We
note that for each type of network, we conduct experiments
on multiple datasets under varying levels of user mobility
and different sampling rates. We next describe the network
settings, characteristics, and preprocessing steps undertaken
for each dataset.

A. 4G LTE Measurements

We collect Reference Signal Received Power (RSRP) mea-
surements using a Motorola G5 smartphone over T-Mobile and
AT&T 4G LTE networks in vehicular and pedestrian mobility
scenarios. The vehicular and pedestrian mobility traces are
approximately 50 and 20 minutes in duration, respectively.
RSRP measurements for both datasets are collected at the
granularity of one second. Prior work [37] has demonstrated
the utility of collecting signal strength measurements at the
seconds’ granularity for video streaming and channel modeling
purposes.

B. WiFi Measurements

We use three WiFi traces collected in a mobile environment
for different sampling rates. We collect two datasets containing
received signal strength indicator (RSSI) using a Motorola G5
smartphone on a campus WiFi network at sampling rates of
1 and 2 seconds respectively. Each measurement is carried
out for approximately 50 minutes. These traces contain mea-
surements for pedestrian mobility in both indoor and outdoor
environments. The third dataset contains RSSI measurements
collected over an 802.11n WiFi network using a mobile robot
acting as an access point in a semi-outdoor environment at
the Royal Institute of Technology (KTH), Stockholm, Sweden
[51]. The measurements are collected at the granularity of
0.2 seconds for a duration of approximately 20 minutes. Prior
work [5] has shown that both long term (order of seconds) and
short term (order of milliseconds) predictions are beneficial for
performing rate adaptation over a WiFi network.

C. WiMAX Measurements

We also consider RSSI measurements collected over a
(802.16e) WiMAX network deployed in WINLAB at Rut-
gers University [12]. We consider three separate datasets,
one vehicular and two pedestrian (one indoor and the other
outdoor) mobility datasets. In each of the datasets, RSSI
measurements are recorded at the granularity of one second.
The indoor pedestrian, outdoor pedestrian and the vehicular
mobility traces are approximately 10, 38, and 26 minutes in
duration, respectively. As mentioned earlier, prior work [12],
[37] has demonstrated the utility of seconds’ timescale channel
prediction over a cellular network.

D. Industrial Network Measurements
This dataset contains wireless channel measurements col-

lected over a time-variant and frequency-variant 5.8 GHz
channel gain within a factory environment in the presence of
pedestrian mobility. The datasets were collected by Block et
al. [49] at the SmartFactoryOWL lab at the Institute Industrial
IT (inIT), Ostwestfalen-Lippe University of Applied Sciences,
Germany. We consider three such datasets, each collected
using a stationary pair of antennas separated by a distance
of 3.1m, 10.0m and 20.4m respectively. Each dataset contains
approximately 1000 samples. Because of the factory environ-
ment, the line of site between the antennas could have been
obstructed due to industrial machinery and tools in addition
to pedestrians. The antennas were aligned vertically and the
obtained dataset was already normalized to remove errors from
cables and adapters.

E. Zigbee Measurements
We consider signal strength measurements collected over a

wireless sensor network operating under Zigbee by researchers
at University of Duisburg-Essen, Germany and Norwegian
University of Science and Technology, Norway [50]. The
testbed consists of two sensor nodes communicating with
each other over fixed distances ranging from 10m to 35m in
an indoor environment. For each distance, the trace contains
received signal strength data for successful transmissions at
multiple transmission power levels between 3 and 31. These
power levels correspond to a power range between -25 dBm to
0 dBm respectively. We only consider power level 31 because
lower power levels have a larger number of missing RSSI
values due to lost packets. As missing values indicate packet
loss, we fill missing values at power level 31 with random
signal strength values obtained between the smallest recorded
RSSI and 10 units below that. We consider two datasets each
containing around 2000 samples for distances 10m and 15m,
respectively.

VII. EXPERIMENTAL EVALUATION

In this section, we present experimental results that
demonstrate the widespread applicability and robustness of
DeepChannel. The main metrics used for evaluation are the
root mean squared error (RMSE), mean absolute error (MAE)
and the Relative Error (RE). RMSE and MAE capture the error
in the absolute prediction, while RE captures the fraction of the
error in the prediction with respect to actual channel variation.
Let yij be the ith test sample for the jth prediction step where
j ∈ [1, k], and ŷij be the predicted value of yij and m the
number of test samples. The RMSE, MAE and RE are given
by Equations 6, 7 and 8 respectively.

RMSEj =

√∑m
i=1 (ŷij − yij)

2

m
(6)

MAEj =

∑m
i=1 |ŷij − yij |

m
(7)

REj =

∑m
i=1

|ŷij−yij |
yij

m
(8)
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Fig. 4: 4G LTE: Pedestrian mobility.

1 2 3 4 5 6 7 8 9 10

Timesteps

2

4

6

8

10

12

14

16

R
M

S
E

 (
d
B

m
)

DeepChannel-LSTM

DeepChannel-GRU

ARIMA

Linear

AR(1)

(a) T-Mobile

1 2 3 4 5 6 7 8 9 10

Timesteps

2

3

4

5

6

7
R

M
S

E
 (

d
B

m
)

DeepChannel-LSTM

DeepChannel-GRU

ARIMA

Linear

(b) AT&T

0 50 100 150 200 250

Time (s)

-130

-120

-110

-100

-90

-80

-70

R
S

R
P

 (
d
B

m
)

T-Mobile

AT&T

(c) Signal strength variations

Fig. 5: 4G LTE: Vehicular mobility.

We compare the performance of DeepChannel with respect
to three baselines—linear regression, Auto Regression(1) and
ARIMA(p, d, q). Similar to DeepChannel, the baselines also
consider a history of previous 20 samples to predict 10 steps
into the future.

1) Linear regression is a statistical model that fits the best
line to the input data.

2) Auto Regression(1) or AR(1) is a simple model that
only considers the previous value to predict the future.
We consider the AR(1) baseline because prior work
related to channel modeling has been mainly focused
on designing Markov chains to capture the underlying
channel correlation.

3) ARIMA(p, d, q) is a statistical model that has three
components—an autoregressive term (AR), a differencing
term (I) and a moving average term (MA), which are
specified by p, d and q respectively. p represents the
number of past values that are used for predicting the
future, d represents the degree of differencing (i.e., the
number of times the differencing operation is performed
to make a series stationary), and q represents the number
of error terms taken into consideration. We use the Auto-
ARIMA toolkit1 in python in our experiments. It selects
the optimal combination for the input data after searching
through a combination of the parameters p, d, and q. It
is clear that ARIMA is a far more sophisticated baseline
than AR(1) and is thus the main baseline for comparison
purposes.

1https://pypi.org/project/pyramid-arima/

A. RMSE Results for 4G LTE

In this subsection, we discuss RMSE results for the 4G
LTE network to demonstrate the superior performance of
DeepChannel. As the performance results consist of multiple
similar looking graphs, we first present results for the 4G LTE
network and then discuss other networks.

Figures 4 and 5 show the performance of DeepChannel and
the baseline approaches for 4G LTE networks (T-Mobile and
AT&T) for pedestrian and vehicular mobility scenarios. We
observe from the figures that the LSTM and GRU variants of
DeepChannel significantly outperforms the linear regression,
AR(1) and ARIMA models in both mobile settings. We
observe that in comparison to linear regression and ARIMA,
the RMSE values for DeepChannel increase slowly as the
number of time steps increases. This means that DeepChannel
is able to predict further into the future considerably better than
the baseline approaches. Additionally, based on these results
and those from all networks, we observe that there is no clear
winner between the two versions of DeepChannel, with both
variants outperforming one another depending on the network.

We observe from our experiments on different networks that
AR(1) performs the worst, with its first step prediction being
significantly worse in comparison to the other approaches. Fig-
ures 4(a) and 5(a) also show that the prediction performance
of AR(1) gradually deteriorates (or almost remains constant)
over time. These results suggest that making future predictions
based solely on the signal strength measurement obtained in
the previous time step is insufficient and not useful. As AR(1)
fails to successfully capture the temporal correlation of the
wireless channel and provides poor predictive performance, in
the remaining figures, we only plot the performance results of
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Fig. 6: 4G LTE: Comparison of real and predicted values for pedestrian mobility (LSTM).
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Fig. 7: 4G LTE: Comparison of real and predicted values for pedestrian mobility (GRU).

DeepChannel, linear regression and ARIMA.
We observe that the overall predictive performance gain

is slightly greater for pedestrian mobility when compared to
vehicular mobility. From Figures 4(a) and 4(b) we observe
better performance for AT&T in comparison to T-Mobile for
pedestrian mobility. However, the performance gains between
T-Mobile and AT&T networks are comparable for vehicular
mobility (Figures 5(a) and 5(b)). We attribute this change in
performance to the actual signal strength variations shown in
Figures 4(c) and 5(c). In Figure 4(c), we observe that the
signal strength variation for AT&T is smoother in comparison
to T-Mobile, which is the primary reason behind the better
performance for AT&T. In contrast to this, both AT&T and T-
Mobile show higher signal strength variation for the vehicular
mobility scenario, leading to similar predictive performance.

1) Qualitative Results: We also present qualitative results
to understand the predictive performance of DeepChannel. To
this end, we present results for the 4G LTE T-Mobile network
for the pedestrian mobility scenario. Figures 6 and 7 show a
qualitative comparison between the actual and the prediction
results for the LSTM model with respect to linear regression
and the GRU model with respect to ARIMA, respectively.
The figures illustrate a prediction timeframe of 200 seconds.
Figures 6(a)-6(c) and 7(a)-7(c) show the actual values and
predictions for time steps 1, 5, and 10, respectively.

We observe from the figures that linear regression and
ARIMA follow the past signal very closely, in particular for
time step 1 while predicting the future values, thus resulting
in poor predictive performance. This is because predictions
for linear regression and ARIMA are dictated by the trend
captured by the previous values. As the future may not follow
this trend, these baselines provide poor performance. In com-
parison, DeepChannel captures the underlying correlations in

the data, generates smoothened predictions, and thus provides
lower prediction error and superior performance.

Additionally, we observe that the performance of the base-
lines deteriorate more with larger step sizes in comparison
to the deep learning models. This correlates with RMSE
variations shown in Figure 4(a). From these figures, we
observe that though there are some differences (with GRU
being smoother than LSTM), the actual predictions of both
models are comparable, which also explains the closeness in
the RMSE results. These variations in the actual predictions
for the LSTM and GRU versions of DeepChannel can be
attributed to the architectural differences between the LSTM
and GRU cell types.

B. RMSE Results for Other Networks

In this subsection, we present performance results compar-
ing DeepChannel with the baselines for all other networks (i.e.,
WiFi, WIMAX, industrial network operating in the 5.8 GHz
range, Zigbee) described in Section VI. Figures 8(a), 8(b), and
8(c) outline the prediction performance for different sampling
rates (0.2s, 1s, and 2s) in a WiFi network for a pedestrian
mobility scenario. We observe that the deep learning model
outperforms the baselines in all cases. Interestingly, we note
that the performance gap between the baselines and the deep
model increases with the sampling rate. For lower sampling
rates, we observe that multiple consecutive recorded signal
strength values show little variation. As all measurements
are undertaken in a pedestrian mobility scenario, there is
little variation in physical position and mobility between
consecutive samples at lower sampling rate. This makes it
an easier prediction task, thus resulting in the baselines and
DeepChannel having comparable performance (Figure 8(a)).
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(a) Sampling Rate = 0.2 s
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(c) Sampling Rate = 2 s

Fig. 8: WiFi experiments.
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(a) Pedestrian mobility (outdoor)
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(b) Pedestrian mobility (indoor)
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(c) Vehicular mobility

Fig. 9: WiMAX experiments.
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(a) Distance = 3.1 m
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Fig. 10: Industrial network experiments.

Figures 9(a), 9(b), and 9(c) compare the prediction per-
formance for a WiMAX network for outdoor and indoor
pedestrian mobility scenarios, and for vehicular mobility sce-
nario, respectively. Interestingly, we observe similar perfor-
mance between the deep learning models and the baselines
for outdoor pedestrian mobility (Figure 9(a)). To understand
this better, let us consider Figure 12(a), where we plot the
RSSI variation for the WiMAX outdoor pedestrian mobility
trace. We hypothesize the seasonality in the RSSI variation
to be the primary reason behind the reduced performance
gap between deep learning models and the baselines. While
it is clear that the DeepChannel outperforms the baselines,
it is also evident that there is no clear winner between the
LSTM or GRU versions. Overall 4G LTE, WiFi and WiMAX
experiments show the applicability of our proposed model for
power prediction in mobile settings.

We next investigate the RMSE results obtained for industrial
and Zigbee networks in stationary environments in Figures 10
and 11, respectively. Figures 10(a), 10(b), and 10(c) depict the
RMSE results for an industrial network setting for antenna

separations of 3.1m, 10m, and 20.4m, respectively. Though
the proposed model significantly outperforms the baselines,
the least performance gap is observed in Figure 10(a), the
experiment conducted with the least separation and obstacles.
For the Zigbee experiments, we again observe that the deep
learning model outperforms the baselines for both separation
distances of 10m and 15m (Figures 11(a) and 11(b)). We
hypothesize the low overall fluctuations in the channel quality
(Figure 12(b)) as the primary reason behind the reduced
performance gap between the baselines and the proposed
model for the Zigbee network.

C. RE and MAE Results
In this subsection, we compare the RE and MAE perfor-

mance of DeepChannel with respect to the baselines. Table I
shows the RE and MAE values as an average over 10 predic-
tive steps for the LSTM and GRU variants of DeepChannel
and the ARIMA and linear regression baselines for all network
types. The RE results are presented in terms of percentage in
the table. Similar to the RMSE results, the RE and MAE values
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show the superior performance of DeepChannel. We observe
that both the LSTM and GRU variants predict channel varia-
tions within an average relative error margin of approximately
4%. The performance improvement of both DeepChannel over
ARIMA and linear regression with respect to RE and MAE
is around 15% and 25% respectively. Once again, we observe
comparable performance for all models for the Zigbee datasets,
which we attribute to the low overall channel variation.
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Fig. 11: Zigbee experiments (TxPower level = 31).
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Fig. 12: Signal strength variations.

D. Discussion on Design Decisions

As discussed in Section V, we determine the parameters of
DeepChannel based on extensive exploration of the parameter
space by studying the tradeoff between training time and
performance. In this subsection, we briefly discuss hyper-
parameter tuning and the rationale behind key design decisions
in training. Here, we show all findings for the GRU variant
of our model for the 4G LTE T-Mobile pedestrian mobility
dataset. However, we note that these insights hold true for the
LSTM version as well as for other networks

1) Hyper-parameter tuning: Figures 13(a) and 13(b) show
the predictive performance of our model obtained by varying
the number of stacked layers and the history window size, re-
spectively. We experimentally validate that one or two stacked

layers and a history window size of 20 in general provide the
best performance. From Figure 13(a), we observe that models
with extensive depth result in poor performance. Figure 13(b)
shows that considering the past 20 signal strength measure-
ments is sufficient for forecasting future channel variations.
Interestingly, it illustrates that “more” history does not always
carry more information about the channel.

2) Discussion on training: We next discuss the rationale
behind adopting a particular training methodology for the
deep model. Figure 13(c) shows the prediction performance
of the deep learning model for four training methodologies—
unguided learning, curriculum learning (with first 30% of
data as guided), curriculum learning (with first 60% of data
as guided), and guided learning. We observe that unguided
training provides the best performance at test time for all
network settings. This is due to the larger solution space
explored by this method in comparison to the other methods.

E. Applicability in Rate Prediction Scenarios

In this subsection, we conduct a preliminary study on the
applicability of our model in other networking scenarios.
Specifically, we consider two problems—i) the problem of
predicting future bandwidth variations for video streaming
applications over a cellular network, and ii) prediction of bit
rates for bit rate adaptation, both of which are closely related
to channel quality prediction.

1) Bandwidth Prediction: To this end, we use through-
put logs collected for streaming sessions over Telenor’s
3G/HSDPA network by researchers at the Simula Research
Lab, University of Oslo, Norway [52]. The experiments were
conducted in multiple vehicular mobility scenarios (i.e., bus
and metro). For each trace, bandwidth measurements were
recorded at the seconds’ granularity for a time duration of
approximately 20 minutes.

Figures 14(a) and 14(b) illustrate the predictive performance
of our model for bandwidth variations for the vehicular
mobility scenarios of bus and metro respectively. For these
experiments, the deep models have the following parameters—
number of layers = 1, number of hidden units = 200, and
learning rate = 0.01. Similar to signal strength prediction,
we observe that the deep learning models outperform the
baselines. Additionally, we note a difference in prediction
accuracy with respect to the mobility pattern, with the absolute
prediction accuracy being higher for metro than for bus. We
attribute this to the bandwidth variations shown in Figure
14(c), where the range of possible variations in bus is higher
than in metro.

2) Bit Rate Prediction: For this preliminary study of bit
rate prediction, we consider the 4G LTE datasets. We note
that the 3GPP LTE enhanced video codec specifications [53]
mentions seven possible rates. We assume that the channel
variations present in the trace are capable of covering all the
rates. We partition the full RSRP channel variations equally
into seven ranges and form a one-to-one mapping between
them and seven bit rate classes. We assume that these are the
optimal bit rates that would be selected by a bit rate selection
algorithm (similar to the one in [54]) based on the RSRP
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Network Type Relative Error (%) Mean Absolute Error
LSTM GRU ARIMA Linear LSTM GRU ARIMA Linear

4G LTE

T-Mobile : Pedestrian mobility 5.11 4.73 6.04 6.75 4.97 4.6 5.9 6.57
T-Mobile : Vehicular mobility 3.36 3.68 3.8 4.16 3.42 3.7 3.84 4.17
AT&T : Pedestrian mobility 3.36 3.16 4.03 4.75 3.07 2.88 3.68 4.34
AT&T : Vehicular mobility 3.22 3.21 3.21 3.89 3.2 3.2 3.25 3.95

WiFi
Sampling rate = 0.2 s 2.39 2.22 2.41 2.72 1.77 1.65 1.79 2.02
Sampling rate = 1.0 s 3.29 2.89 3.52 4.54 2.27 2 2.44 3.13
Sampling rate = 2.0 s 6.14 7.91 9.18 10.11 4.17 5.41 6.31 6.91

WiMAX
Pedestrian mobility (outdoor) 3.1 3.18 3.59 3.35 1.76 1.79 2.04 1.89
Pedestrian mobility (indoor) 3.85 4.09 4.91 5.97 2.84 3.04 3.59 4.36
Vehicular mobility 4.44 4.05 7.16 8.04 2.92 2.67 4.73 5.32

Industrial
Network

Distance = 3 m 3.27 3.35 4.25 5.05 2 2.06 2.55 3.02
Distance = 10 m 4.65 3.66 5.12 6.34 2.95 2.33 3.23 3.99
Distance = 20 m 3.06 3.54 4.76 5.82 2.12 2.49 3.3 4.04

Zigbee Distance = 10 m 2.45 2.4 2.41 2.71 1.23 1.21 1.22 1.37
Distance = 15 m 3.9 3.76 4.21 3.92 2.16 2.06 2.32 2.16

TABLE I: RE and MAE results averaged over 10 predictive steps.
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Fig. 13: Impact on parametric changes on performance.
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Fig. 14: 3G/HSDPA bandwidth experiments.

being in a particular range. Both variants of the DeepChannel
model have the following parameters—number of layers = 1,
number of hidden units = 10, and learning rate = 0.01. As the
dataset is relatively simple with only seven possible values, we
observe that a single layer with 10 hidden units is sufficient
for prediction.

Our goal here is to test the effectiveness of the deep models
for a bit rate prediction/control algorithm. Figure 15 illustrates
the percentage of correctly predicted bit rates considering
the 4G LTE T-Mobile pedestrian mobility dataset. The figure
illustrates predictions for time steps of 1, 5, and 10 for the
LSTM and GRU variants of the deep learning model and the
baselines. Similarly, Table II shows the accuracy of the time
step 5 bit rate prediction performance of all the models. Both
the figure and the table also show the percentage of incorrect
predictions for each model at each step based on the level
of deviation between the optimal bit rate and the predicted

bit rate. We observe that our deep model has overall higher
accuracy than the baselines with the prediction performance
for all models decreasing as they predict further into the
future. In future, we plan to investigate more realistic bit rate
prediction scenarios and the applicability of our model for
other networking applications.

VIII. DISCUSSION AND FUTURE WORK

In this section, we discuss the predictive performance of our
trained model on previously unseen (i.e., new) data as well
as future research directions. Training deep learning models
are computationally expensive involving significant amount
of time and computational power. Therefore, it would be
helpful if a trained deep learning model can be applied to
many application scenarios without re-training. To this end,
we conduct a preliminary study to test the robustness of the
deep learning model for the channel quality prediction problem
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(a) 4G LTE - pedestrian mobility
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(b) 4G LTE - vehicular mobility
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Fig. 16: Predictive robustness with time (train-test separation = 1 week).
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Fig. 15: Bit rate prediction percentage for 4G LTE T-Mobile
pedestrian mobility. For each predictive step (1, 5, 10) per-
formance of seq-to-seq LSTM, seq-to-seq GRU, ARIMA and
linear regression are labeled as “LSTM”, “GRU”, “ARIMA”
and “LR” respectively.

Network Type LSTM GRU ARIMA Linear

T-Mobile : Vehicular
Accurate 51.71 52.61 49.02 46.86

Error = 1 level 42.2 40.94 40.94 43.81
Error > 1 level 6.11 6.47 10.06 9.34

AT&T : Pedestrian
Accurate 53.8 34.82 25.95 21.52

Error = 1 level 9.5 29.75 41.78 36.71
Error > 1 level 36.71 35.45 32.28 41.78

AT&T : Vehicular
Accurate 44.49 44.86 54.78 41.92

Error = 1 level 47.06 45.23 35.67 40.81
Error > 1 level 8.46 9.93 9.56 17.28

TABLE II: 4G LTE: Time step 5 bit rate prediction percentage
(%) for accurate predictions, error = 1 level and error > 1 level.

by investigating if a model trained on one dataset can provide
good performance on another dataset.

To conduct this investigation, we collect new datasets for the
T-Mobile 4G LTE pedestrian and vehicular mobility scenarios,
and WiFi networks in addition to the ones mentioned in
Section VI. We then train the deep learning models on the
first datasets and test them on the new datasets. Figures 16(a),
16(b), and 16(c) show the predictive performance considering
a train-test separation of datasets for 4G LTE pedestrian
mobility, 4G LTE vehicular mobility and WiFi networks,
respectively. We observe that the deep learning models still

outperform the baselines. We also conduct experiments using
models trained on the pedestrian mobility dataset and tested
on the vehicular mobility dataset and vice versa. Overall, we
observe that the performance of DeepChannel deteriorates as
it encounters previously unseen data.

A possible reason behind the lower overall performance of
the deep learning model is that it is trained on a particular
range of signal strength variations and is required to predict a
different range at test time. From a machine learning perspec-
tive, this means that the sequences that the model sees at train
time are different from the sequences it sees at test time, thus
resulting in lower performance. An important question that
arises is—how to create a reasonably sized training dataset
that will enable the deep learning model to observe a wide
variety of signal strength sequences such that it can provide
superior performance in different network settings? We plan
to address this question as part of our future work.

In addition to incurring significantly long training times, one
of the other issues with deep learning models is their lack of
interpretability. Therefore, in future, we plan to approach the
wireless channel quality prediction problem from a graphical
modeling perspective, in particular by designing models based
on Gaussian Markov Random Fields and Gaussian Conditional
Random Fields [55], [56]. In comparison to deep learning
models, the results obtained by these graphical models can
be easily interpreted and also require less training time. It
will also be interesting to analyze how the graphical and deep
learning models fare against each another.

IX. CONCLUSION

In this paper, we investigated the received signal
strength prediction problem in wireless networks. We devel-
oped DeepChannel, an encoder-decoder based sequence-to-
sequence deep learning model that takes prior channel quality
(i.e., received signal strength) into account to predict future
signal strength variations. We compared the performance of
DeepChannel with the ARIMA and linear regression baselines
and observed that our model significantly outperforms these
baseline models for multiple technologies—4G LTE, WiFi,
WiMAX, and Zigbee under varying levels of user mobility
and in commercial and industrial environments. The superior
performance of our model across different network types
signals its practical applicability.
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